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Method Overview:Motivation: Selecting event representations for
deep neural networks is exceedingly slow since
it involves training a neural network for each
representation and selecting the best one
based on the validation score.

• Only transmits brightness changes
• Output is a stream of asynchronous events
• Advantages: low latency, no motion blur, HDR
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• We calculate the Gromov-Wasserstein Discrepancy (GWD) between raw events and event representations.
Events ℇ are converted to event representations (a set of features ℱ at pixel locations x).

• It is defined as the solution to an optimal transport problem which transports events pairs 𝑒𝑒𝑖𝑖 , 𝑒𝑒𝑘𝑘 to feature
pairs 𝑓𝑓𝒙𝒙𝑗𝑗 ,𝑓𝑓𝒙𝒙𝑙𝑙 via transport plan 𝑇𝑇𝑖𝑖𝑖𝑖𝑇𝑇𝑘𝑘𝑘𝑘

• If the transport plan preserves the similarities 𝐶𝐶𝑖𝑖𝑘𝑘𝑒𝑒 and 𝐶𝐶𝑖𝑖𝑘𝑘
𝑓𝑓 between event and feature pairs, this results in a low GWD.

Method Event 
Representation

mAP ↑
Gen1 1 Mpx

EAGR [D. Gehrig arxiv’22] Graph 32.1% -

RED [Perot NIPS’20] Voxel Grid 40.0% 43.0%

ASTMNet [Li TIP’22] Async. attention 
embedding 46.7% 48.3%

RVT-B [M. Gehrig CVPR’23] 2D Histogram 47.2% 47.4%

SwinV2 + YOLOv6 (Ours)
ERGO-12 49.3% 40.0%
ERGO-12 

augmentation 50.4% 40.6%

Goal: Use the information loss when going from
raw events to event representation as a proxy
for validation score, bypassing multiple network
trainings – 200 times faster.

Details of optimization

Visualization of the channels of ERGO-12 event
representation.

 mAP over 50% on the Gen1
dataset

 non-recurrent network with 
mAP
over 40% on the 1 Mpx
dataset

 Strong correlation between the 
GWD and the task 
performance

Representation GWD 
(GEN1) ↓ Accuracy ↑

2D Histogram 0.6220 46.10%
Voxel Grid 0.4028 52.40%

MDES 0.3831 53.30%
TORE 0.3694 54.64%

Time Surface 0.3252 57.58%
ERGO-12 0.3045 61.40%
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Representation ℱ ∈ ℝ𝐻𝐻×𝑊𝑊×𝐹𝐹Raw Events ℇ ∈ ℝ𝑁𝑁𝑒𝑒×4

𝐶𝐶𝑖𝑖𝑘𝑘𝑒𝑒 ≐ 𝐶𝐶𝑒𝑒 𝑒𝑒𝑖𝑖 , 𝑒𝑒𝑘𝑘

Event Similarity

𝐶𝐶𝑖𝑖𝑘𝑘
𝑓𝑓 ≐ 𝐶𝐶𝑓𝑓 𝑓𝑓𝒙𝒙𝑗𝑗 , 𝑓𝑓𝒙𝒙𝑙𝑙

Feature Similarity

Gromov-Wasserstein Discrepancy 
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Mini N-ImageNet [Kim ICCV’21] results

Comparison of state-of-the-art event-based object detectors
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Results

• Search for the optimal representation by minimizing
GWD (fast) over a space of possible representations

• 𝑤𝑤𝑐𝑐 is a windowing function (selects events within an
interval)

• 𝑚𝑚𝑐𝑐 is the measurement function, e.g. select 𝑡𝑡−
(timestamps of negative events)

• 𝑎𝑎𝑐𝑐 is the aggregation function, e.g. mean which
aggregates measurements into a single feature map

correlation across tasks, 
datasets, backbones
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